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Introduction 

We live in an age where the well-known maxim that “the only thing better than data is more data” is 
something that no longer sets unattainable goals. Creating extremely large corpora is no longer a 
challenge, given the proven methods that lie behind e.g. applying the Web-as-Corpus approach or 
utilizing Google's n-gram collection. Indeed, the challenge is now shifted towards dealing with the 
large amounts of primary data and much larger amounts of annotation data. On the one hand, this 
challenge  concerns  finding  new (corpus-)  linguistic  methodologies  that  can  make  use  of  such 
extremely large corpora e.g. in order to investigate rare phenomena involving multiple lexical items 
or to find and represent fine-grained sub-regularities; on the other hand, some fundamental technical 
methods and strategies are being called into question. These include e.g. successful curation of the 
data, management of collections that span multiple volumes or that are distributed across several 
centres, methods to clean the data from non-linguistic intrusions or duplicates, as well as automatic 
annotation methods or innovative corpus architectures that maximise the usefulness of data or allow 
to  search  and  to  analyze  it  efficiently.  Among  the  new  tasks  are  also  collaborative  manual 
annotation and methods to manage it as well as new challenges to the statistical analysis of such 
data and metadata.

The workshop on “Challenges in the management of large corpora” aims at gathering the leading 
researchers in the field of Language Resource creation and Corpus Linguistics, in order to provide 
for an intensive exchange of expertise, results and ideas.
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Big, Clean, and Comprehensive–But is it Worth It?

Nancy Ide

Department of Computer Science
Vassar College, USA

ide@cs.vassar.edu

Abstract
Several projects have devoted considerable time, effort, and funding to the development of language corpora, in order to provide
large amounts of linguistically annotated data to support natural language processing research and development, and in particular for
developing statistical language models that can enable machine learning. As opposed to data collected from the web, these corpora are
”clean” (In the sense of having been rendered into a tractable format for processing), can be enhanced with multiple layers of linguistic
annotation, can be designed to cover a “representative” set of genres, and, perhaps most importantly, can be re-distributed for reuse by
others–clear advantages that on the face of it seem to justify the effort of constructing these corpora. However, corpus construction is
only a first step; to be of real use, the data and annotations must be searchable and accessible via methods that go well beyond simple
”Google search”, thus potentially demanding software development by institutions with limited personnel and funding. Beyond this is
the effort required to maintain the corpus and the software and provide for their access and distribution, which in itself can demand a
major investment of time and resources. We can even consider efforts to develop standards that might contribute to data and software
reuse as another significant cost of large corpus development. This talk will attempt to weigh the benefits that these resources provide
to the natural language processing and linguistics communities against the time, effort, and expense of language resource development,
in order to determine whether or not the benefits justify the costs. I will look at the uses to which language corpora are put by these
communities and consider the degree to which carefully-constructed, annotated language corpora enable research and development that
is quantifiably beyond what could be done using web resources–either existing resources or what we can assume is in the foreseeable
future. I will also consider the likelihood that, given their far superior resources, enterprises such as Google and/or projects such as the
Semantic Web will eventually render large corpus construction and maintenance unnecessary.

Keywords: Large corpora, Linguistic corpus use, Corpus maintenance



The AAC Container. Managing Text Resources for Text Studies. 

Hanno Biber, Evelyn Breiteneder 
Institute for Corpus Linguistics and Text Technology, Austrian Academy of Sciences 

Sonnenfelsgasse 19/8, 1010 Wien 

E-mail: hanno.biber@oeaw.ac.at, evelyn.breiteneder@oeaw.ac.at  

Abstract 

The aim of this paper about the concept of the "AAC container" is to contribute to the workshop theme of managing large corpora by 
putting emphasis on the perspective of how to come to terms with the actual content of a text corpus by applying approaches based 
upon the methodologies of text studies. The "AAC-Austrian Academy Corpus" is a large digital text corpus operated by the "Institute 
for Corpus Linguistics and Text Technology" of the "Austrian Academy of Sciences" in Vienna. Thousands of German language 
documents and literary objects by thousands of authors have been collected. The historical period covered by this text corpus of 500 
million tokens is ranging from the 1848 revolution to the fall of the iron curtain in 1989. In this period significant historical changes 
with remarkable influences on the language and the language use can be observed. Among the AAC's sources, which cover many 
domains and genres, there are literary journals, newspapers, novels, dramas, poems, advertisements, essays, travel accounts, 
cookbooks, pamphlets, political speeches, scientific, legal, religious texts, etc. The AAC corpus holdings provide a great number of 
reliable resources and interesting corpus based approaches for investigations into the linguistic and textual properties of these texts. 
 
Keywords: text corpora, literary studies, corpus linguistics 

 

1. The AAC Container 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: AAC Container  

 

1.1. AAC-Austrian Academy Corpus 

The aim of this paper is to contribute to the workshop 

theme of managing large corpora by putting a particular 

operational emphasis on the perspective of how to come 

to terms with the actual content of a large text corpus by 

applying approaches based upon the methodologies of 

text studies. The "AAC-Austrian Academy Corpus" has 

been developed for these purposes several years ago and 

constitutes a large digital text corpus. It is now operated 

by the "Institute for Corpus Linguistics and Text 

Technology" of the "Austrian Academy of Sciences" in 

Vienna. Thousands of primarily German language texts, 

documents and literary objects of considerable historical 

and linguistic significance, written by thousands of 

authors have been collected.  

 

1.2. A Historical Text Corpus from 1848 to 1989 

The historical period covered by the corpus is ranging 

from the 1848 revolution to the fall of the iron curtain in 

1989. In this period significant historical changes with 

remarkable influences on the German language and in 

particular the specific language use can be observed. 

Among the AAC's sources, which cover many different 

domains and genres, there are literary journals, 

magazines, newspapers, novels, dramas, poems, 

advertisements, essays, travel accounts and travel guides, 

cookbooks, pamphlets, political brochures and political 

speeches, scientific texts from various fields, legal 

documents, religious texts, military documents, 

schoolbooks, yearbooks, almanacs, special collections, 

comic literature, art magazines, avant-garde and 

modernist literature, and also translated literature of 

cultural significance etc. The AAC corpus holdings 

provide a great number of highly reliable resources and 

interesting corpus based research approaches for 

investigations into the linguistic and textual properties of 

these texts.  

1.3. 500.000.000 Tokens 

More than 500 million tokens or to be more precise 

around 500 million running words of text have already 

been scanned and converted into machine-readable text. 

In very many cases these digital texts have been very 

carefully annotated and basic structural mark-up and 

selected thematic mark-up has been applied according to 

annotation and mark-up schemes based upon XML 

related standards, whereby the corpus researchers have 

been working on various issues of digitization of 

historical language data, establishing professional 

workflows as well as developing practical software in 

order to be able to deal with the large amount of 

information and data processing.  



1.4. Text Resources for Text Studies 

1.4.1. Collecting Texts 

While the objectives of the build-up phase of the corpus 

starting in the early 2000s were focused on issues of 

corpus creation based upon principles of collecting texts 

of crucial historical, cultural and linguistic significance, 

the next phase will be focused on more research on the 

literary and historical analysis and exploitation of these 

vast textual resources.  

1.4.2. Text Documentation 

It is first and foremost necessary to describe and 

document the corpus resources in a way that enables users 

from different backgrounds and disciplines to do research 

with the text documents. The systematic documentation 

and description of the sources is of particular interest for 

historical text studies.  

1.4.3. Text Analysis 

In general, corpus based text analytical approaches will be 

at the core of the research activities, so that not only 

special research interests but also broader research 

approaches towards the textual and structural properties 

of a great variety of literary documents or of documents 

from a wider area of publication can be followed. 

1.4.4. Corpus Methodologies 

The main work will be to adapt existing resources to the 

needs for scholarly text analysis based upon the principles 

and methodologies of corpus research and corpus 

linguistics. Tools and applications that are modelled 

according to the principles of corpus linguistics will help 

to achieve better results in this process. 

1.4.5. AAC Literary Journals 

Among many research fields and possible research 

approaches and directions for the study of historical 

literary sources the large amount of  full runs of historical 

literary journals and modernist magazines within the 

AAC, the large amount of such important sources of 

cultural production present in the corpus is of particular 

interest here. This is of crucial scholarly interest because 

the literary journals are to be considered as a primary and 

most important publication platform for writers at the 

time of the corpus, particularly so in the first half of the 

20
th

 century. There would not have been the literary life of 

the time as it was without these specific publication 

instruments. 

1.4.6. AAC-Fackel 

By 2007 the "AAC-Fackel", a digital online edition of 

"Die Fackel" by Karl Kraus has been established and 

published within the framework of the "AAC-Austrian 

Academy Corpus" in Vienna. This work, like the similar 

edition of "Brenner online" is an example case of a digital 

text resource in the specific format of a scholarly digital 

edition.  

 

 

1.4.7. "Die Fackel" 

The original journal "Die Fackel" constitutes an important 

work of world literature and is one of the most significant 

literary sources of the German language of this time. It 

was originally published and almost entirely self-authored 

by the famous satirist Karl Kraus in Vienna from 1899 

until 1936. As a satirical writer, as a language critic and as 

a social critic Karl Kraus observed very carefully and 

critically comments upon the language used in the 

newspapers and the publications of his time. His main 

method critique is the satirical method of quotation, by 

means of which he exposes the failures and crimes of his 

contemporaries. In numerous texts he satirically glosses 

the words and phrases of others. He is - in one of his 

highly productive periods as a satirical writer - treating 

the atrocities of the First World War and with particular 

emphasis the linguistic behaviour that led to the 

bloodshed as well as – later - to the development of an 

even more monstrous tragedy.  

1.4.8. 1933 

In addition to the "AAC-Fackel" new resources will be 

developed, if possible, with a special emphasis of the 

historical period around the year 1933. The topic of this 

research sub-project is focused on the questions of 

developing a diachronic text corpus of historical 

significance and the establishment of a corpus based 

research environment for language studies of the interwar 

period focusing the year 1933, the year when the NSDAP 

came to power in Germany.  

1.4.9. 1923-1938 

The year 1933 and the years preceding and following the 

seizure of power of the National socialists is a historical 

period of particular interest for language studies. In this 

case not primarily the well-known documents and the 

evident language will be included in the analysis, but 

systematically the less easily visible documents and less 

significant lexical items could be taken into consideration.  

1.4.10. Studying Texts 

The AAC collection principles have been, to a large 

extent – besides other more traditional corpus linguistic 

parameters of text selection - been deliberately 

determined upon a selection process that has been guided 

by the work of Karl Kraus, who has to be regarded as an 

exact observer and critic of the language of his time, a 

corpus selection process which has been termed 

"Fackel-induced" thus providing the researchers with a 

critical instrument. The methodological approach of 

providing text resources for text studies is considered as 

particularly fruitful by means of applying methods of 

corpus linguistics and by testing new strategies of the 

application of these methods in the context of historical 

language studies.  

  



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2: AAC Tokens  

 

1.5. Corpus Building Objectives 

The AAC has for several years already made use of 

text-oriented concepts thereby attaching great importance 

to a particular perspective that does not allow the simple 

reduction of such resources to mere collections of 

linguistic items, words, sentences and the like. Without 

appropriate tools and analytical instruments that provide 

the literary scholars as well as the linguists as users of 

large language resources and text corpora with structured 

access to and correct information about these text 

documents, in which the language data is contained, 

valuable knowledge about and interesting insights into 

these resources will be questionable and problematic. 

 

The corpus research will have to focus on methods and 

resources for making large amounts of texts accessible in 

a well-structured way, so that interpretation of the texts 

can be possible. Efforts are made to develop usable tools, 

attempting to add to them wherever necessary, to provide 

relevant expertise while building up what we call the 

AAC Container.  

1.6. Corpus-based Literary Studies 

The AAC Container is a systematic central and 

well-structured access structure to the holdings of the 

entire corpus. Corpus linguistics and corpus research and 

the creation of large electronic text collections have 

traditionally been the domain of linguists. Literary 

digitization initiatives were often restricted to particular 

writers, and many of these scholarly projects did neither 

produce large amounts of data nor pursue research on 

methods of how to cope with the considerable problems 

involved in working with such data. Being aware of the 

need of digital resources in many fields of the humanities, 

the AAC has started to work on methods as well as tools 

and specific applications with a wider scope as far as the 

need for research instruments and applications for textual 

studies is concerned.  

 

 

While the needs of linguists have not been ignored, this 

approach of text-oriented computing aimed at solutions 

that also offered access to coherent texts, being convinced 

that for many applications it is essential for researchers to 

have as direct access to the texts as possible. From the 

start, the AAC relied on XML as the foundation of their 

corpus build-up activities and the AAC tools support this 

technology allowing both the controlled application of 

mark-up as well as automated validation of large amounts 

of data.  

1.7. AAC Encoding 

The AAC used to apply an encoding scheme 

characterized by a combined approach to capture 

structural features of the texts and at the same time a 

certain amount of data describing the physical appearance 

of the original texts. This approach has led to a system of 

mark-up not only representing the basic semantic 

structures of the texts but also some amount of layout 

information. In digitizing historical data, semantic and 

presentational data will remain together. When working 

on large amounts of such texts, it is easier to capture 

formal data than to translate typographic idiosyncrasies 

into consistent structural mark-up.  

 

The AAC's digitizing activities in the first years of its 

development have been characterized by a strong 

connection to the physical objects of digitization. The 

AAC attaches importance to the semantic structures of the 

text as well as to the physical appearance of the text. The 

output is visualized via XSLT in browsers and encoding 

tools. It contains precise specifications and explanations 

of the elements and attributes that make up the system, 

and gives numerous examples intended to help users to 

correctly apply mark-up.  

1.8. AAC Metadata 

Metadata describing production processes and details 

about the physical sources of the digitized object are the 

back-bone of a digital data collection's usability. The 

AAC collects two types of data that fall into these 

categories. The first consists in descriptive metadata 

concerning the digitized objects. This information has 

been drawn-up on a regular basis when the physical 

objects were scanned. It is stored in a relational database 

containing more than 6000 records holding all relevant 

information about the physical print objects so far 

incorporated into the corpus. In many cases this data is 

much more detailed than regular library records. The 

record fields in this database were designed in a way that 

they can be easily mapped onto the fields of TEI headers. 

The process of converting the corpus data structures into 

TEI compatible formats is currently performed by a 

special task force at the "Institute of Corpus Linguistics" 

and will be finished by the end of 2012 and the results of 

this process will be and have to some extent been 

presented separately. 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: AAC Magazines  

 

1.9. Corpus Design 

To access and display the underlying data in a comfortable 

manner, it is certainly necessary to find an adequate 

display mode. A special emphasis is put on the 

development of resources that follow well considered 

design principles. The main task in developing these 

applications was to devise a design and a web interface 

such that access to the text and related information could 

be fully utilized. 

1.10. AAC-Austrian Academy Corpus 

Having established a working infrastructure for the digital 

texts available, the AAC is developing more sophisticated 

methods of utilizing large scale corpora on the basis of 

various systems, whereby it is regarded as crucial to 

provide valuable historical text sources based upon the 

principles of corpus research for research in the field of 

historical text studies and linguistics. The purpose of this 

paper is to present the basic considerations and research 

perspectives behind the systematic central access 

structure for the corpus holdings provided by the 

"AAC-Austrian Academy Corpus" at the "Institute for 

Corpus Linguistics and Text Technology", the AAC 

Container. 
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English Nw PP PPwp Noov OOV

5-Lemma 338,4 66,466.56 1,483.36 517,501 0.15%

7-Lemma 338,4 65,720.84 1,466.72 517,501 0.15%

5-Fullform 335,1 59,605.54 1,432.67 564,070 0.17%

7-Fullform 335,1 59,812.53 1,437.65 564,070 0.17%

(a) EN TEST Corpus

German Nw PP PPwp Noov OOV

5-Lemma 299,6 29,740.41 2,088.30 13,46,978 0.45%

7-Lemma 299,6 29,264.45 2,054.88 13,46,978 0.45%

5-Fullform 296,5 62,139.56 4,606.35 1,422,892 0.48%

7-Fullform 296,5 60,932.71 4,516.89 1,422,892 0.48%

(b) DE TEST Corpus

Italian Nw PP PPwp Noov OOV

5-Lemma 315,2 81,825.78 1,682.07 433,929 0.14%

7-Lemma 315,2 79,060.37 1,625.22 433,929 0.14%

5-Fullform 308,3 96,281.84 2,208.01 482,946 0.16%

7-Fullform 308,3 99,458.00 2,280.85 482,946 0.16%

(c) IT TEST Corpus

Table 2: Statistics of the TEST corpora.

Nw is the total number of words in the evaluation corpus,
PP is the perplexity, and
PPwp reports the contribution of out-of-vocabulary (OOV) words to the perplexity.
The out-of-vocabulary word term OOV is defined as Noov/Nw � 100,
with Noov being the number of OOV words.

corpus, suggesting a higher degree of noise in this corpus as
discussed in Section 3.1.

5.2. Dictionary Growth Curves
In addition to the statistics above, a dictionary growth curve
was obtained, that is, a curve showing the amount of n-
grams above the orders 0–9, with the OOV frequency in
each category when testing on the TEST corpus.

The Dictionary Growth Curves (DCGs) are shown in
Tables 3a–3f. The first three columns of each of the tables
show the percentage of words in the training corpus whose
frequencies are over 0 (all of them, 100%), those having a
frequency over 1 (40%), etc.

The reader will notice that the number of dictionary en-
tries (unigrams) should be the same as the number of uni-
grams in an unpruned language model. However, due to
the implementation Kneser-Ney smoothing, the singleton
n-grams for order 1, 2 were pruned away in the process.

Again, the markedly higher number of dictionary entries
for the DE corpora stand out.

5.3. N-grams Counts
We also extracted the numbers of each n-gram level from
the corpora, which easily done by looking at the header of

the output language model files.
The number of n-grams in the models for all three lan-

guages are shown in Table 4. For the English and Italian
corpora, the 4-grams were the most frequent n-gram order
in the language models, whereas the highest amount of non-
singleton n-grams was found in the bigram category for the
German corpus.

In addition, unpruned models were built for the Fullform
corpora. Comparing those to the singleton-pruned language
models shows that the amount of n-grams quickly gets enor-
mous. When zipped down, the unpruned models required
about 31G of storage (in the intermediate iArpa format), and
were thus not very workable for standard machinery. Using
the quantization functionality of the IRSTL toolkit might be
a solution to this.

5.4. Computation Times
Because of the differences in load on the cluster over time,
it is difficult to report accurate computation times. However,
as an indication, the whole process of building any one of
these language models would take 8–12 hours depending
on the cluster load. If the load was low, it was possible
to build three such models simultaneously within the same
time frame.



Freq Entries Percent Freq OOV

>0 7,507,448 100.00% <1 0.15%

>1 3,072,234 40.92% <2 0.22%

>2 2,074,727 27.64% <3 0.26%

>3 1,628,826 21.70% <4 0.29%

>4 1,362,639 18.15% <5 0.32%

>5 1,185,035 15.78% <6 0.35%

>6 1,054,988 14.05% <7 0.37%

>7 956,259 12.74% <8 0.39%

>8 877,378 11.69% <9 0.41%

>9 813,647 10.84% <10 0.43%

(a) DCG for English Lemma Corpus

Freq Entries Percent Freq OOV

>0 8,203,706 100.00% <1 0.17%

>1 3,335,431 40.66% <2 0.24%

>2 2,280,889 27.80% <3 0.28%

>3 1,801,269 21.96% <4 0.32%

>4 1,516,574 18.49% <5 0.35%

>5 1,325,480 16.16% <6 0.38%

>6 1,185,591 14.45% <7 0.40%

>7 1,079,341 13.16% <8 0.43%

>8 994,459 12.12% <9 0.45%

>9 925,466 11.28% <10 0.47%

(b) DCG for English Fullform Corpus

Freq Entries Percent Freq OOV

>0 19,300,334 100.00% <1 0.45%

>1 7,404,928 38.37% <2 0.64%

>2 4,841,598 25.09% <3 0.76%

>3 3,706,439 19.20% <4 0.86%

>4 3,042,511 15.76% <5 0.94%

>5 2,606,399 13.50% <6 1.01%

>6 2,293,273 11.88% <7 1.07%

>7 2,056,786 10.66% <8 1.13%

>8 1,870,568 9.69% <9 1.18%

>9 1,719,753 8.91% <10 1.22%

(c) DCG for German Lemma Corpus

Freq Entries Percent Freq OOV

>0 20,775,474 100.00% <1 0.48%

>1 8,163,441 39.29% <2 0.68%

>2 5,463,441 26.30% <3 0.81%

>3 4,253,230 20.47% <4 0.92%

>4 3,543,995 17.06% <5 1.01%

>5 3,071,589 14.78% <6 1.09%

>6 2,731,179 13.15% <7 1.15%

>7 2,470,988 11.89% <8 1.21%

>8 2,263,809 10.90% <9 1.27%

>9 2,096,181 10.09% <10 1.32%

(d) DCG for German Fullform Corpus

Freq Entries Percent Freq OOV

>0 6,475,359 100.00% <1 0.14%

>1 2,778,546 42.91% <2 0.20%

>2 1,903,603 29.40% <3 0.24%

>3 1,511,911 23.35% <4 0.27%

>4 1,275,415 19.70% <5 0.30%

>5 1,116,931 17.25% <6 0.32%

>6 1,000,423 15.45% <7 0.34%

>7 911,485 14.08% <8 0.36%

>8 840,714 12.98% <9 0.38%

>9 782,787 12.09% <10 0.40%

(e) DCG for Italian Lemma Corpus

Freq Entries Percent Freq OOV

>0 7,365,655 100.00% <1 0.16%

>1 3,169,535 43.03% <2 0.22%

>2 2,222,344 30.17% <3 0.27%

>3 1,786,668 24.26% <4 0.31%

>4 1,525,238 20.71% <5 0.34%

>5 1,348,829 18.31% <6 0.37%

>6 1,219,203 16.55% <7 0.39%

>7 1,119,484 15.20% <8 0.41%

>8 1,040,111 14.12% <9 0.44%

>9 974,612 13.23% <10 0.46%

(f) DCG for Italian Fullform Corpus

Table 3: DCG curves for the six corpus types

On average, the parallelized jobs would take about 1.5
hours, with the exception of the jobs counting n-grams based
on the most frequent unigrams, that could take up to 5 hours
to finish. The merging of the sub-language models would
have to wait for all the sub-models to finish, and hence it was
necessary to wait for these initial jobs to exit. Theoretically

it would be possible to find an ideal number of jobs to
minimize the total computation time, where the smaller jobs
would be made big enough to correspond to the jobs based
counting n-grams for the most frequent unigrams. This
would lead to a smaller total computation time, being easier
on the cluster, but would not change the total time the script



English Fullform

Order 5 pruned 5 unpruned 7 pruned

1-gr 3.3 3.3 3.3

2-gr 135.3 135.3 135.2

3-gr 165.6 668.8 165.6

4-gr 222 1,451.9 222.0
5-gr 179.4 2,026.2 179.4

6-gr 115,4

7-gr 72,1

In total 705.7 4,285.5 893.3

(a) EN Corpus n-gram counts

German Fullform

Order 5 pruned 5 unpruned 7 pruned

1-gr 8.1 8.1 8.1

2-gr 237.0 237.0 237.9
3-gr 168.5 842.9 168.5

4-gr 180.5 1,493.3 180.5

5-gr 128.1 1,844.2 128.1

6-gr 79.6

7-gr 52.6

In total 722.4 4,425.5 854.7

(b) DE Corpus n-gram counts

Italian Fullform

Order 5 pruned 5 unpruned 7 pruned

1-gr 3.1 3.1 3.1

2-gr 131.2 131.2 131.2

3-gr 169.7 670.3 169.7

4-gr 225.1 1,454.8 225.1
5-gr 174.8 1,991.3 174.8

6-gr 114.2

7-gr 79.2

In total 704.1 4,250.9 897.6

(c) IT Corpus n-gram counts

Table 4: N-gram counts for pruned and unpruned 5,7-gram models from the Fullform EN/DE/IT corpora.
Figures reported in million n-grams.

needs to return with a language model.

6. Conclusions
Experimenting with building and rebuilding n-gram models
built from large corpora requires efficient computation. In
this paper we have shown how they can be efficiently built
using the IRSTLM framework, adapted to the OpenPBS job
scheduler. Although the machinery used can be considered
high-end, such equipment is available for many universities
and research organizations today.

With web corpora. noise can be a problem, and we have
identified steps that can be taken to reduce the number of
unique tokens that are not members of the language, but
rather have been produced as the result of idiosyncrasies in
the corpus processing.

Comparing models of different orders and built on lem-
mas, nouns, verbs, etc., in a final application (in this case
Machine Translation) is also of value. When dealing with
large corpora, it is possible to extract valuable linguistic



information about the languages, as the perplexity of corpus
samples of a language wanders asymptotically towards the
perplexity of the language itself.

It is interesting to note the low degree of out-of-
vocabulary words, also when using corpora that retain cap-
italization and inflected forms (as in the Fullform corpora
above), an indication of the benefit of large data.
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Abstract
Corpora which grow continuously require different maintenance procedures from static text collections. In the following, we present an
infrastructure for corpus maintenance, linguistic analysis and annotation, and storage and retrieval infrastructure that is used for dynamic
and continuously growing corpora like the LINGUIST List Mailing List corpus and other such restricted domain professional mailing
lists. We describe an architecture that is based on flexible text storage, annotation and retrieval using text and language processing tools
for automatic meta- and linguistic annotation, also using common linguistic analysis components as part of GATE or UIMA, and current
storage systems that are more flexible and dynamic than common relational databases, as for example XML-databases and NoSQL
storages. This architecture and environment not only serves our current needs for advanced annotation and search over the mailing list
archives; it also is the foundation of a future corpus environment and service.

1. Introduction
The LINGUIST List (LL) is hosting numerous mailing lists
that are related to linguistic topics. It provides many differ-
ent linguistic tools and services, among which are online
accessible corpora, infrastructure and related corpus anal-
ysis tools. Currently the mailing list corpora are stored in
the original Listserv mail format, as well as in database ta-
bles using a relational database server. HTML versions of
the mails are generated dynamically from the two source
formats for online access from the LINGUIST List pages.
In an attempt to redesign a more advanced search function-
ality, we created an infrastructure to advance search and
content analysis using automatic annotation for the mail-
ing list corpus, we developed conversion, annotation and
storage concepts that facilitate new ways to create, anno-
tate, and work with text corpora. The initial infrastructure
serves several purposes and opens up new possibilities to
deal with dynamic text corpora and individual user needs
for corpus analysis and handling. More precisely, we are
focusing on solutions related to issues of an ideal techni-
cal backend, as well as a future user front-end that includes
new concepts for corpus tools and work:

• Dynamic growth of content of corpora: for example,
when considering only the mailing lists archived at
LINGUIST List, these need to be annotated with meta-
information and with linguistic information, and made
available for search instantly with minimized compu-
tation time and technical overhead.

• Virtualization of corpora: users should be able to de-
fine sub-corpora for search and analysis, annotate and
upload their own corpora in a future interface, and de-
fine individual qualitative and quantitative analyses.

• Dynamic annotation: users should be able to annotate
existing corpora using their own automatic tools, or to
manually annotate the data with their own annotation
standards.

• The annotation should be mapped on an annotation
interlingua or standard such as the General Ontology

for Linguistic Description (GOLD) for interoperabil-
ity reasons.

The availability of technologies for storage, annotation, lin-
guistic processing and analysis, even machine translation,
makes new approaches to corpora possible. So do new
quantitative analysis methods, environments and tools. The
integration of these technologies into a centralized corpus
infrastructure was one of our goals, with the potential to
provide the community with tools and services related to
corpora. The initial architecture and infrastructure, de-
scribed in the following paragraphs allows us to evaluate
the scalability of the tools along the given parameters: dy-
namic growth of large-scale corpora, and instant availabil-
ity of search indexes and annotations (meta and linguistic).

2. The LINGUIST List Corpus
As an initial development and evaluation corpus we use the
LINGUIST List (LL) mailings, henceforth LINGUIST List
Corpus (LLC). This mailing list corpus consists of currently
61,626 mail submissions to LL. Being an actively used list,
the number of submissions is growing continuously. This
is a moderately dynamic corpus that allows us to test an au-
tomatic annotation pipeline and search interface. Currently
these mail submissions are available in the following data
formats:

• a relational database (SQL-based)

• an archived listserv format

• generated HTML pages for the web interface

In addition to the LL mails, LL also stores 238 mailing lists
in the Listserv text format that currently have a space re-
quirement of 5.6 GB on disk. These mailing lists are dy-
namically growing too. Currently all mailing lists require
6.1 GB together with the LL mailings archive. The LL
mailings are also stored in a relational database. There is a
difference between the database storage of submissions and
the real message sizes due to templating in the database. In
fact, for the LL mailings it is the case that they are initially



submitted to the database, edited and moderated, and then
only mails are generated and send to the subscribers. Some
of the submissions are input to the system using structured
web interface pages, thus the content is partially typed and
denotes person, location, and institution names, or time ex-
pressions and roles of people and institutions, or their spe-
cific type (e.g. educational institution, publisher, author, ed-
itor, thesis supervisor). This initial typing of strings is avail-
able in the database directly, and thus some of the named
entities in the mailings can be annotated quite easily. More
information can be added using the advanced semantic role
properties or types of mentioned institutions and person
names.
As mentioned, the Listserv archive of all the available mail-
ing lists is continuously growing, with many highly active
lists like the LL mailing list, Corpus and Childes lists. Cur-
rently we estimate there are 195,782 postings in the Listserv
archive alone.
Our specific interest in these mailing lists is not only driven
by the fact that we want to archive them and make them
searchable. We are also highly interested in their content,
and want to make the language and linguistics-specific pro-
fessional knowledge and information available for mining
and further analysis.
The challenge with handling this type of corpus is its con-
tinuous growth and the different file formats and data struc-
tures, that make a unique annotation, and search and analy-
sis difficult to achieve.

3. The Corpus Management Process
From the existing file formats of the corpora (e.g. Listserv
mail, DB tables and fields, generated HTML), we created
different intermediate and final export formats. In order to
make an advanced search and analysis of the mailing lists
possible, the content has to be augmented with semanti-
cally typed meta-information, as well as linguistic annota-
tion. As mentioned, most of this information is available as
semi-structured information in raw mail file headers in the
Listserv format, or in the semantics of the database tables
and fields. The obvious and common format for making
these pieces of information explicit for further computation
is XML. Consider the following sample:

<dissertation id="2749">
<disstitle>some title</disstitle>
<institution_name>University of Edinburgh
</institution_name>
<progtitle>School of Informatics
</progtitle>
<degreedate>2009</degreedate>
<dissstatus>In Progress</dissstatus>
<dissabstract>...</dissabstract>
<people>

<person id="111660" role="Author">
<personfn>David</personfn>
<personmi></personmi>
<personln>Smith</personln>
<institution>Universitt Potsdam
</institution>

</person>
<person id="653"
role="Dissertation Director">

<personfn>John</personfn>
<personmi></personmi>
<personln>Johnston</personln>
<institution>University of Edinburgh
</institution>

</person>
</people>

It shows the specific fields and data of a dissertation ab-
stract mailed on LL. The <dissabstract> field has
been reduced and contains the text of the dissertation ab-
stract. For any specific Diss-mail the number of involved
people and institutions can vary. The database source of
the LL mailing list makes extracting these specific annota-
tions easy. For the other mailing lists, specific parsers and
text processing tools are necessary to extract and annotate
such information.
We established the initial conversion process with the
aim of enabling not only advanced corpus analyses over
the resulting format, including concordances, keyword-in-
context views and collocation analyses, but also scalable
and adaptable linguistic annotation either by exporting the
database fields and relations of the LL mailings to an appro-
priate XML-structure, or by processing with specific scripts
the raw text email submissions in other mailing lists. We
decided to use the TEI P5 XML (Burnard and Bauman,
2007) format as the storage and processing format. The
following graph shows the initial conversion and annota-
tion pipeline set up for the LLC:

Relational Database

XML Export

TEI XML Conversion

Linguistic Annotation

Indexing

TEI XML Integration

Figure 1: The corpus generation process

Since the complete LINGUIST List mailing list corpus is
stored in a relational DB, we make it available in a XML
format that is using the DB storage structure and corre-
sponding field names and tables. In a subsequent conver-
sion step these initial XML-export formats are converted to
a standardized TEI P5 XML format using XSLT and spe-
cific conversion scripts.
The XML format is enriched with meta-information to en-
able search, filtering and selection of specific topics used
in the LINGUIST List classification system, as well as for
example timeline information. Besides the TEI-compatible
title statement with the mailing title and editor information,
the publication information is added, containing publica-
tion date and volume numbers, which enables timeline se-



lection for search restrictions. Of particular interest is meta-
information about the linguistic fields and topic, or the lan-
guages used and discussed. The following XML-sample
shows how for example the TEI-compatible class declara-
tions are integrated into the meta-information by using the
database information or extracting the semi-structured in-
formation from the mailings:

<classDecl>
<taxonomy xml:id="topic">

<category>
<catDesc>Topic</catDesc>

</category>
</taxonomy>
<taxonomy xml:id="lingfield">

<category>
<catDesc>Linguistic Field</catDesc>

</category>
</taxonomy>

</classDecl>

The content of the mailings is generated as a section of
paragraphs <p> and line-breaks <lb> from the raw
emails in the Listserv archive, or directly from the DB
fields. The following sample shows a typical first TEI P5
compatible output format:

<text>
<body>
<div type="message" n="1">
<head>Message 1: Syntactic Analysis:

Sobin</head>
<div type="header">
<p>Date: <date>20-Dec-2011</date><lb/>

From: Kristen Holding
<email>kholding@wiley.com</email><lb/>

Subject: Syntactic Analysis: Sobin</p>
<p>Title: Syntactic Analysis<lb/>

Subtitle: The Basics<lb/>
Published: 2011<lb/>
Publisher: Wiley-Blackwell<lb/>
<ref target="...">...</ref></p>

<p>Book URL:
<ref target="...">...</ref></p>

<p>Author: Nicholas Sobin<lb/>
Hardback: ISBN: 9781444338959 ...<lb/>
Paperback: ISBN: 9781444335071 ...</p>

</div>
<div>
<head>Abstract:</head>
<p>...</p>

</div>
<div type="footer">
<p>Linguistic Field(s):

Applied Linguistics<lb/>
Syntax</p>

<p>Written In: English (eng)</p>
<p>See this book announcement ...<lb/>
<ref target="...">...</ref></p>

</div>
</div>
</body>
</text>

A sample TEI-XML encoded mailing that results from the
initial conversion step of the exported DB-XM-data can

be found at the following URL: http://ltl.emich.
edu/llc/23-33-TEI.xml.
In a second step the TEI XML files are automatically
processes and linguistically annotated and enriched. The
different mailing list topics can contain text in dif-
ferent languages, including for example English, Ger-
man, French, Spanish. We use own linguistic com-
ponents for the pre-processing and language identifica-
tion, as well as freely available NLP components like
the Stanford CoreNLP tools (http://nlp.stanford.
edu/software/corenlp.shtml) or other compo-
nents contained and distributed in the GATE and UIMA
frameworks. The content of the <text>-section of the
initial TEI documents is sent to linguistic components. The
resulting linguistic annotation is wrapped into TEI P5 XML
format and integrated into the TEI P5 file of the mail-
ing. Annotation to TEI XML wrappers are available online,
however they do not use a complete TEI P5 format for their
output. Our implementation of these wrappers, however,
keeps to the TEI P5 standard. It provides a complete map-
ping of the output formats of the linguistic components that
we use, e.g. sentence recognizers, tokenizers, lemmatizers,
part-of-speech taggers, named entity recognizers and syn-
tactic parsers to a TEI P5 compatible XML otuput. A sim-
ple demo of such a mapping can be found at the following
URL http://ltl.emich.edu/txt2tei/.
The initial output of the linguistic annotation step includes
the segmentation into sentences, tokenization and annota-
tion of tokens with respect to lemma and part-of-speech in-
formation, as well as named entity augmentation. A sam-
ple linguistic annotation of a paragraph in the <text>-
section looks as follows:

<p>
<w lemma="title" type="NN">Title</w>
<pc>:</pc>
<w lemma="syntactic"
type="JJ">Syntactic</w>

<w lemma="analysis"
type="NN">Analysis</w><lb/>

<w lemma="subtitle"
type="NN">Subtitle</w>

<pc>:</pc>
<w lemma="the" type="DT">The</w>
<w lemma="basic"
type="NN">Basics</w><lb/>

<w lemma="publish"
type="VBN">Published</w>

<pc>:</pc>
<date>2011</date><lb/>
<w lemma="publisher"
type="NN">Publisher</w>

<pc>:</pc>
<name type="publisher">
<w lemma="Wiley-Blackwell"
type="NNP">Wiley-Blackwell</w>

</name>
<lb/>
<ref target="http://www.wiley.com">
http://www.wiley.com</ref>

</p>

A sample corpus file can be accessed at the fol-

http://ltl.emich.edu/llc/23-33-TEI.xml
http://ltl.emich.edu/llc/23-33-TEI.xml
http://nlp.stanford.edu/software/corenlp.shtml
http://nlp.stanford.edu/software/corenlp.shtml
http://ltl.emich.edu/txt2tei/


lowing URL http://ltl.emich.edu/llc/
23-33-TEI-Ling.xml.
Currently the setting we are using uses the plain NLP-
components and specific components for TEI XML file
formats. For evaluation purposes, we are expanding the
architecture to include two different text processing and
analysis architectures, in particular the General Architec-
ture for Text Engineering (GATE) (The GATE Team, 2011)
and the Apache Unstructured Information Management Ar-
chitecture (UIMA) (Götz and Suhre, 2004), (Ferrucci and
Lally, 2004). These architectures are scalable and allow
for almost effortless adaptation of the linguistic processing
pipeline. Our goal is, on the one hand to establish linguistic
annotation pipelines that can be used for our initial corpus,
i.e. the LLC, and automatic annotation of every new mail
on one of the hosted mailing lists, generating TEI P5 com-
patible XML files. On the other hand, we aim at providing
a web service for TEI P5 compatible automatic linguistic
annotation of corpora that covers as many languages and
NLP-components as possible.
These resulting corpus files are subsequently processed and
converted into data structures necessary for indexing and
different corpus interfaces.

4. Corpus Indexing and Interfaces
As an initial corpus frontend we use Philologic 3. Philo-
Logic is the primary full-text search, retrieval and analy-
sis tool developed by the ARTFL Project and the Digital
Library Development Center (DLDC) at the University of
Chicago.1 It supports the basic TEI XML meta-data and file
format and structuring tags, tokenization and lemma anno-
tation, but without modification not search and processing
of deep linguistic annotation of for example syntactic struc-
tures in the TEI P5 style. One interface to the LLC is avail-
able at the following URL:

http://ltl.emich.edu/llc/

The Philologic interface offers basic search functions,
search with regular expressions, Concordance and Key-
word in Context presentation. It also allows for the inclu-
sion of meta-data in search, and permits restrictions and ex-
tended result overviews. It has an acceptably fast interface
and backend, one that also provides context and collocation
analysis. Philologic is currently under development. Ver-
sion 4 of Philologic should appear as a completely new port
to Python.
However, one of the drawbacks of using systems like Philo-
logic for online corpus analysis is that the processing and
re-indexing of the corpus files is computationally demand-
ing and time consuming. With every new file that is added
to the corpus, the complete index has to be re-generated,
i.e. all the previous corpus texts have to be re-indexed all
over again. Such a solution is not feasible for the dynamic
corpus that we want to be able to deal with, in particular
not for some of the mentioned aspects of virtualization of

1See:
http://sites.google.com/site/philologic3/
home.

corpora, dynamic creation and annotation of textual data,
and other aspects of qualitative and quantitative analyses.
Among the core goals of the infrastructure we are design-
ing is to allow for dynamic changes of the annotation levels,
the used language models and natural language processing
tools. The work with corpora should allow for dynamic ad-
ditions of corpus content and instant qualitative and quan-
titative analyses. Sub-corpora should be created without
complex re-indexing phases and annotation steps.
In the current phase our initial LLC is realized in three dif-
ferent formats, as a DB content distributed over relational
tables and fields, as a raw text Listserv archive, and as a TEI
P5 encoded and annotated collection of individual mail-
ings. The relational database makes field-based and full
text search possible and is efficient even for hundreds of
billions of tokens. However, changes and extensions of the
database structure and relations are complicated and time
consuming: thus extensions for different annotation types
and strategies do not seem to be feasible using a relational
database-system. To add different linguistic annotation lev-
els or even different tag-sets would require extensive man-
ual effort and increase of the systems complexity. On the
other hand, the manipulation and extension of the annota-
tions within the XML-based corpus files is less complicated
and can be manipulated automatically. The indexing how-
ever can be quite time consuming and redundant, when us-
ing common indexing tools and approaches. This is true
for systems like Philologic in its current version, and also
for alternative indexing approaches, if changes of the cor-
pus base are frequent, or multiple different annotation lev-
els have to be handled.
As an alternative solution to indexing and dynamic data
and annotation storage, in addition to the existing DBMS
and file-storages, simple and fast NoSQL storages seem at-
tractive. Key-value stores like Redis are ideal to store in-
dexes, on demand merged indexes, N-gram models, meta-
data, text and annotations and other secondary data as
hash-tables, sets or lists. Rather than storing large indexes
and models in DBMS, we evaluate the possibility to store
smaller indexes, sets and N-gram models directly from the
corpus management tools in NoSQL storages.

5. Conclusion
The approach we have taken in designing a basic infras-
tructure for corpus creation and management has been mo-
tivated by concerns about not just large corpora and ex-
tended annotations. We are also taking into account dy-
namic amounts of text, in particular the continuous growth
of a corpus, as well as possibilities for virtualizing corpora
and manipulating the search and analysis space for quanti-
tative studies, and extending the annotations and analyses
efficiently. The initial architecture of automatic generation
of TEI XML encoded corpus files, their linguistic annota-
tion, and subsequent indexing has shown us that the weak
points are the annotation quality and the linguistic compo-
nents, as well as the final indexing and interface compo-
nents for such architecture.
Our current activities focus on the evaluation of alternative
storage concepts for corpora, evaluating XML-data bases
like BaseX (Holupirek et al., 2009), or alternative NoSQL

http://ltl.emich.edu/llc/23-33-TEI-Ling.xml
http://ltl.emich.edu/llc/23-33-TEI-Ling.xml
http://ltl.emich.edu/llc/
http://sites.google.com/site/philologic3/home
http://sites.google.com/site/philologic3/home


storages (Tiwari, 2011). NoSQL storages or key-value
stores like Redis (Macedo and Oliveira, 2011) are partic-
ularly promising, since we would like to efficiently ex-
tend the corpus content, the annotations, and new analyses,
or simply cache intermediate search results (e.g. colloca-
tion analyses, N-gram models, statistical results) or crowd
sourced annotations. Without the SQL-layer such storages
are much more flexible than relational databases, while
merging various index files can be handled efficiently in
a relational database and Redis. Extensions and additional
storage of data structures from extensions in the annotation
or quantitative analyses requires no significant additional
overhead in Redis, except for the handling code that gener-
ates data representations of annotations or quantitative anal-
yses.
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Abstract

This paper presents the challenges in creating and managing large parallel corpora of 12 major Indian languages (which is soon to be  

extended to 23 languages) as part of a major consortium project funded by the Department of Information Technology (DIT), Govt.  

of India,  and running parallel  in 10 different  universities of India.  In order to efficiently manage the process of creation and  

dissemination of these huge corpora,  the web-based (with a reduced stand-alone version also) annotation tool ILCIANN (Indian 

Languages Corpora Initiative Annotation Tool) has been developed. It was primarily developed for the POS annotation as well as the 

management of the corpus annotation by people with differing amount of competence and at locations physically situated far apart.  

In order to maintain consistency and standards in the creation of the corpora, it was necessary that everyone works on a common  

platform which was provided by this tool.
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1. Introduction

In recent time, availability of huge annotated corpora has 

become very essential for the development of language 

technologies  for  any  language.  Since  almost  all  the 

Indian  languages  are  considered  less-resourced 

languages,  it  is  very  necessary  to  develop  extensive 

language  resources  for  them  in  order  to  make  them 

technologically strong and efficient.

This  paper  presents  the  challenges  in  creating  and 

managing  large  parallel  corpora  of  12  major  Indian 

languages (which is soon to be extended to 23 languages) 

as  part  of  a  major  consortium  project  funded  by  the 

Department of Information Technology (DIT), Govt. of 

India (Jha, 2009 and Jha, 2010),  running parallel in 10 

different universities of India (Choudhary & Jha, 2011).

In order to efficiently manage the process of creation and 

dissemination of these huge corpora, the web-based (with 

a  reduced  stand-alone  version  also)  annotation  tool 

ILCIANN  (Indian  Languages  Corpora  Initiative 

Annotation Tool) has been developed. It was primarily 

developed  for  the  POS  annotation  as  well  as  the 

management  of  the  corpus  annotation by  people  with 

differing amount of competence at locations physically 

situated far apart. In order to maintain consistency and 

standards in the creation of the corpora (it is essential for 

any corpora to be usable in NLP), it was necessary that 

everyone  works  on  a  common  platform  which  was 

provided by this tool. The use of the tool ensured that the 

data is saved on a centralized server in a uniform format 

which could be later utilized for any NLP task. Besides 

providing  administrative  and  annotation  facilities,  the 

tool  also  provides  the  facility  for  creating  parallel 

corpora as well as automatically adapting the linguistic 

data from any other source. It could also be potentially 

used for crowd-sourcing the annotation task and creation 

of language resources for use in NLP.

2. The Corpora

In its  first  phase,  Indian Languages Corpora Initiative 

(ILCI) was involved in the creation of translated parallel 

corpora  of  12  Indian  languages  viz.,  Hindi,  Bangla, 

Oriya,  Urdu,  Punjabi,  Marathi,  Gujarati,  Konkani, 

Telugu, Tamil, Malayalam and English. The basic data of 

the  corpora  was  collected  in  Hindi  (sourced  from 



different  written  texts  like  magazines,  newspapers, 

books, etc.) and then it was manually translated into all 

other languages by the respective language experts. The 

data  was  collected  from  the two  domains  health  and 

tourism with 25,000 sentences in each domain (with an 

average length of 16 words per sentence, counting up to 

around 400,000 words in each domain in each language). 

The  sentences  in  each  language  are  aligned  parallel 

(along with an alignment up to the word level as far as 

possible) and each sentence is given a unique ID (details 

of  data  collection  and  the  corpora  are  included  in 

Choudhary and Jha (2011)). In the second phase of the 

project, 50,000 sentences are being added to the corpus 

of each language from the two domains agriculture and 

entertainment.

The corpus of every language has been initially annotated 

with part  of  speech information. This work was done 

manually by each  language group.  However  soon the 

challenges of annotating such huge corpora by the people 

physically distributed over different areas began to come 

to the fore. Two of the major challenges included:

1.  It  was  very  difficult  to  maintain  the  sanity  and 

uniformity  of  the  data  across  all  the  groups  since  the 

annotation was being carried out by the people of varying 

degree of experience and expertise. In such a scenario the 

annotated data did not carry a uniform structure despite 

the clear instructions on how to carry out the annotation. 

Since it was very necessary to maintain  the uniformity 

throughout  the  corpora  so  that  any  meaningful  work 

could be done using these corpora, there was an urgent 

need to devise a mechanism to ensure this.

2. There also were some very administrative issues that 

needed some urgent  attention.  These  included  keeping 

track  of  the  progress  of  every  language  group  and 

ensuring that the work is completed within the stipulated 

time period by each member of the consortium.

As a result of these challenges, the idea of a web-based 

application  for  managing  as  well  as  carrying  out  the 

annotation task came to the fore.

3. Managing the Parallel Corpora

Over the last  two decades,  numerous annotation tools 

have  been  created  to  meet  the  required  demands  of 

various  projects.  The  most  popular  and  well-known 

annotation tool among them is General Architecture for 

Text  Engineering  (GATE)  (Cunningham,  2011). 

However since it is a stand-alone application, it does not 

provide the facility of managing a physically distributed 

project. Moreover it also does not have  the facility of 

managing and creating a parallel corpus. Some of the 

other significant tools include Stuhrenber et al., (2007), 

Russell et al. (2005), besides numerous others. Bird et 

al.,  (2002)  came  up  with  a  tool  which  deals  with 

annotations  called  ATLAS  (Flexible  and  Extensible 

Architecture for  Linguistic  Annotations).  Kaplan et  al. 

(2010)  discussed  SLATE  (Segment  and  Link-based 

Annotation Tool Enhanced) in their paper. It is a web-

based annotation tool and addresses 10 annotation needs: 

(1) managing the role of annotator and administrator, (2) 

delegation and monitoring work, (3) adaptability to new 

annotation tasks,  (4)  adaptability  within  the  current 

annotation task, (5) diffing and  merging (diffing and 

merging of data from multiple annotators  on a single 

resource  to  create  a  gold  standard),  (6)  versioning  of 

corpora,  (7)  extensibility  in  terms  of  layering,  (8) 

extensibility in terms of tools, (9) extensibility in terms 

of  importing/exporting  and,  (10)  support  for  multiple 

languages.

However none of these tools are meant to support the 

requirements  of  creating  and  managing  translated 

parallel corpora. Besides the annotation needs mentioned 

by Kaplan et al. (2010), couple other requirements need 

to  be  fulfilled  by  a  tool  for  creating  and  managing 

parallel corpora include -

1) Translation Work: To build parallel annotated corpora, 

the tool should support the translation of the source data 

in the respective languages.

2) Quality assurance: It is a key concern as far as full 

crowd  sourcing  is  concerned  but  there  must  be  some 

automated features to check the quality of translated and 

tagged data.

3) Crowd-sourcing: The tool must be flexible enough to 

adapt to the needs of crowd-sourcing at any given point 

of time.

4. The ILCI Annotation Tool

ILCIANN is a server-based web application which could 

be used for any kind of word-level annotation task in any 

language.  It  is  developed  using  Java/JSP  as  the 

programming language and is running on Apache Tomcat 



4.0 web server. Some of the facilities provided by the 

tool for managing a large project include the following:

1. User Management and Monitoring Facility: The tool 

recognises users at three hierarchical levels:

a. Master Admin: The master admin is basically the main 

administrator of the project, who spearheads the project 

and overlooks all  the language groups working in the 

project.  The  major  responsibilities  of  master  admin 

include

i. Uploading the Files:  The major responsibility of the 

master admin is to upload the source files which are to be 

translated  in  different  target  languages.  (S)he  is  also 

required  to  upload  the  translated  files  in different 

languages for annotation (if the translation is not done in 

the tool).

ii.  User  Management:  This  step  involves  creating  the 

login of users who would annotate the data.  Only the 

master  administrator  has  the  authority  to 

create/delete/modify  the  login  for  the  users  who  are 

supposed to annotate/translate the data as well as for the 

individual language administrators. It ensures the safety 

as  well  as  authenticity  of  the  tagged  data,  while 

theoretically giving an opportunity to a huge community 

to support and help in building language resources for 

their  languages.  Further,  since  the  project  of  creating 

parallel  corpora,  by  definition,  involves  multiple 

languages,  therefore,  the  users  and  administrators  are 

also assigned to the language on which (s)he is supposed 

to work. For instance, if x is a Hindi language annotator, 

(s)he can only work on Hindi data and cannot do any 

modification  (tagging  the  data,  editing  the  data  and 

saving it) in other language files.

iii.  Monitoring  the  Project:  Besides  this,  the  master 

admin can maintain the time log of the user accounts 

(which  include  the  details  about  currently  logged  in 

users, login and logout history of different users from any 

language  group),  monitor  the  overall  progress  of  the 

project (including the amount of work completed), send 

notices  and  reminders  to  the  users  as  well  as 

administrators of individual language groups regarding 

the progress of the project.

iv. The other functions and facilities of the master admin 

are  the same  as  for the  administrator  of  individual 

language groups, discussed below.

b.  Administrator  (Admin)  –  For  the  purpose  of 

management,  each  language  group  is  assigned  to an 

administrator The following responsibilities are given to 

an admin in order to facilitate the increased productivity 

and proper administration of the project:

i. Assigning and Monitoring the Work: The admin could 

assign a set of maximum 3 files for annotation to a single 

user at one time (and a new file is assigned only after one 

of the files is completed). It eliminates any scope for the 

duplication of effort in a huge project and also ensures 

that  one  or  more  files  are  not  left  incomplete. 

Furthermore  it  also  helps  in  quality  control  of  the 

annotation work by ensuring that, in general, only one 

user works on one file (and even if a file is re-assigned to 

some  other  user  then  a  record  is  maintained).  It  also 

helps in keeping a record of the progress as well as the 

precise  achievement  of  the  individual 

annotators/translators in the project.

ii.  Downloading  the  Files:  The  files  could  be 

downloaded  only  when  each  sentence  of  the  file  is 

tagged  and  only  the  administrator  has  the  right  to 

download the files.

c. User (Annotator/Translator) – The user is responsible 

only for the annotation/translation task.  They can work 

on one of the files that have been assigned to them and 

annotate/translate  it.  The  users,  along  with  the 

administrators are able to view the progress made in the 

project in terms of total work that needs to be done and 

the total work that has been currently completed.

2. Annotation Facility: In its current form, the tool allows 

the user to annotate the data at the word level. Some of 

the major features of the annotation facility include:

a. Complete Language and Tagset Independence: There 

is  no  restriction  at  all  related  to  the use  of  tagset  or 

language and in any given project any tagset could be 

used for annotation.

b. Limited Intelligence: The tool provides the facility of 

limited  automatic  tagging  for  closed  grammatical 

categories like pronouns, postpositions, conjunctions and 

quantifiers  which  reduces  the  burden  of  human 

annotators.  The  list  of  words  marked  for  automatic 

tagging could be modified and edited by the user during 

the annotation process and the changes made by one user 

become available to all other users working in the same 

language in real time.

c. Limited Editing: The users are also allowed to edit the 



data  in  case  they  find  some  errors  (related  to  the 

structure,  orthography,  translation,  etc)  or  they  see  a 

mismatch with the source data.

d.  Quality  Control:  In  order  to  ensure  that  the  data  is 

saved properly and the annotation is carried out using 

only valid tags from the available tagset, the users are 

presented with an option to choose one of the tags from 

the tagset and are not given any freedom in assigning the 

tags  (this  will  prove  to  be  inefficient  for very  large 

tagsets and the effort is made to improve it).

3.  Translation Facility:  The work is under progress to 

include the facility of translation of the source data into 

several target languages in the tool. In its initial stage this 

facility is expected to provide  a rough translation with 

the help of a bilingual dictionary to help the translators 

and increase their productivity.

4. Adaptation Facility:  The tool also has the facility to 

adapt  and  modify  data  from  other  sources  as  well  as 

noisy data in such a way that  it could be used properly 

for the annotation work.

5. Conclusions and Future Work

The use of ILCIANN for annotation purposes could help 

in  resolving  lots  of  issues  both  on  the  side  of  the 

annotators as well as the developers as we could see in 

the case of the ILCI project. On the one hand it ensures 

the  uniformity  of  the  data  without  any  scope  for  any 

noise creeping into it,  which becomes inevitable if the 

annotation  work  is  carried  out  manually  by  a  large 

number of annotators. This makes things easier for the 

developers who want to work with the data. At the same 

time, since the tool is a web application, a huge number 

of people could work together in parallel and seamlessly 

(without  actually  worrying  about  what  others  have 

completed, since the tool by its very structure eliminates 

any  scope  of  redundancy)  and  contribute  to  the 

development  of  the language resources.  Thus it  could 

prove to be a very significant tool for creating annotated 

corpora,  especially  in  smaller  and  less-resourced 

languages, with the help of the community and  a large 

number of online contributors.

The  tool  needs  to  be  further  developed  to  ensure 

automated  checks  for  quality  assurance  (always  a 

concern with online crowd sourcing),  check the inter-

annotator  agreement,  increase  the  options  for 

importing/exporting  the  data  in  different  formats  and 

also include the facility to create corpora from the web 

automatically.
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