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Abstract. In this chapter we describe some of the problems that arise the
need to integrate four alternative translations for eapltmitterance, and to come
up with exactly one optimal translation. In the center ostbihapter is a learning
method that was tailored to overcome the problem of incoatgarconfidence val-
ues delivered by the four competing translation paths. Bygusffline human feed-
back and applying a linear optimization heuristic, we deiae a rescaling scheme
that enable us to compare confidence values across modwdedstdescribe some
additional information sources that further elaboratesgdection procedure, and fi-
nally, outline some Quality of Service parameters that apperted by the selection
module.

1 Introduction

For the language pairs English-German and German-Endlesitomobil applies
four different translation methods that operate in pakafiecording to four alter-
native approaches to machine translation, thus incredbimgystem’s robustness
and versatility. Since the system should always producetlyxane translation for
each input utterance that it encounters, a selection puwedd necessary, which
chooses the best alternative for each given utterancehdtanbre, in order to ben-
efit from the diversity of translation methods, the alteieatranslations are also
combined within the boundaries of single utterances, so &in new compound
translations. The selection procedure relies on confidealtes that are delivered
together with the translated segments from each of thenaltige translation com-
ponents. Since the confidence values are computed by indeperomponents that
are based on fundamentally different MT strategies, theynat directly compara-
ble, neither with each other, nor with the objective judgteeri human evaluators,
i.e. they need to be rescaled in order to gain comparativefigignce. In the fol-
lowing sections, we describe the strategy we have exploredder to acquire the
necessary human annotations of the translation qualiy,ate used as the boot-
strapping data for an optimized confidence rescaling schEBoraour purpose, the
results from human evaluation are the key data. In orderaoaguee maximal relia-
bility we make use of different strategies developed and frseexample in experi-
mental psychology. The annotation task itself has to begdesiin a way to resolve
optimally the tension between the need to be maximally easyhe evaluators



(low time resources, low cognitive effort) and maximalljiable and usable for the
developers. The tasks for the evaluator were set up to d¢afsfee following prim-
itives: a. simple reading task, b. binary decision taskjmpt counting task, and
the possibility to make notes. As is well known from expennta psychology and
psycholinguistics, simple binary decision tasks (e.gln@guestions), for example,
are answered much faster, and more reliably across itemaemods subjects by
the evaluators than decision tasks that provide a decisiale.sCounting tasks are
used, both, to generate relevant annotated data (e.g. thigemwf relevant informa-
tion units), and to provide automatic means for checkingetveduators reliability,
given that some counting tasks can be performed automgtitale evaluator, for
example, is randomly asked to count the number of words heeithe input or
the output, and the instructor explains that this is rele¥anthe evaluation. The
number of mistakes the evaluator makes can be used to ietetie other evalua-
tion results automatically. Such evaluation strategiesmecise instructions, as we
experienced, give very robust results. Based on this etiratyaa set of 'off line’
confidence values is calculated, and a list of alternatigenemt combinations is
produced, sorted according to their corresponding off tioefidence values. The
annotators then process these lists in a second annotétése pin which they are
requested to select from each list a minimal subset of 'lestslations. The results
of this second annotation round are then combined with tiggnad 'on line’ confi-
dence values to form inequalities that express the annestqi@ferences as a set of
constraints on the linear rescaling coefficients.

1.1 The Incomparability Problem

Each translation module calculates a confidence value fdr ehthe translations
that it produces, to serve as a guiding criterion for thectiele procedure. However,
since the various translation methods are fundamentdfigrdint from one another,
the resulting confidence values cannot be compared per secd¢hwe do assume
a general correspondence between confidence values astti@m quality within
each one of the modules, there is no guaranty whatsoevea ttigh value delivered
by a certain module would indeed signify a better transtatilhen compared with
another value, even a much lower one, which was deliveredhbthar module. An
additional step needs to be taken in order to make the cornigdeiues comparable
with one another.

1.2 Working Hypotheses

The task of evaluating translation quality is non-trivitd@afor human annotators,
since the applicable criteria are diverse, and at the absgreccomprehensive trans-
lation theory, very often lead to contradicting conclusiofhis difficulty is partially
dealt with below, but for practical reasons we tend to actieptneed to rely on
human judgment, partially theory assisted and partiallyifive, as inevitable. An-
other important presupposition underlying the currentisonh, is that the desirable



rescaling can be well approximated by means of linear pohiats. The compu-
tational benefits of this assumption are immense, as it allesvto remain within
the relatively friendly realm of linear equations (alb&itonsistent). The price that
we have to pay in terms of precision is not as big as one mighteaxbecause the
crucial matter to our case is the comparative behavior obtttained confidence
curves, i.e. the breakpoints in which one overtakes therathiher than the precise
details of their behavior in between. Note that from the eigution that confidence
values would indeed reflect the translation quality it falcthat the rescaling should
be monotonous, which makes linear approximation even nupeogriate.

1.3 The Various Translation Paths

The input shared by all four translation paths consists glieaces of annotated
Word Hypotheses Graphs (WH&achWHGis produced by a speaker independent
voice recognition module, and is annotated with additiquralsodic information
and pause information by a prosody module (Buckow et al.81L9%ach transla-
tion subsystem selects independently both a path throwegWthG, and a possible
segmentation, according to its grammar and to the prosddynmation. This im-
plies that even though all translation paths are sharingdh®e input data structure,
both the chosen input string and its chosen segmentationvakye different for
each path. In this section we provide the reader with vergflak@scriptions of the
different translation subsystems, along with their reipeenethods for calculating
confidence values.

— Theali subsystem implements an example based translation apprGaaofi-
dence values are calculated according to the matching ¢dwbE input string
with its counterparts in the example database.

— The stattrans (Och et al., 1999) subsystem is a statistical translaticesy.
Confidence values are calculated according to a statidéinguage model of
the target language, in conjunction with a statisticalgtation model.

— Thesyndialog (Kipp et al., 1999) subsystem is a dialogue act based tramsla
system. The translation invariant consists of a recognizaidgue act, together
with its extracted propositional content. The confidendae/aeflects the prob-
ability that the dialogue act has been correctly recogniaed the extent to
which the propositional content has been successfullyaetad.

— Thedeeptranslation path in itself consists of multiple pipelinedduales: lin-
guistic analysis, semantic construction, dialogue andadisse semantics, and
transfer (Emele and Dorna, 1996) and generation (Kilger Eindler, 1995)
components. The transfer module is supported by disamtiiguismformation
from the context (Koch et al., 2000) and dialogue moduleg lirfguistic anal-
ysis part consists of several parsers which, in turn, algwsaip in parallel (Ru-
land et al., 1998). They include an HPSG parser, a chunk ipainska statistical
parser, all producing data structures of the same kind, lyathe Verbmobil
Interface Terms (VITsjDorna, 1999). Therefore, within the deep processing
path, a selection problem arises, similar to the largeegmaiblem of selecting



the best translation. The internal selection process withé deep translation
path is based on a probabilisiT model. Confidence values within the deep
path are computed according to the amount of coverage ohthé string by
the selected parse, and are subject to modifications as adwgirof combining
and repairing rules applied by the semantics mechanism.itidddl informa-
tion which influences the ‘deep’ confidence values is pravigethe generation
module, which estimates the percentage of each transf¥liiedhich can be
successfully realized in the target language.

Although all confidence values are finally scaled to the irgtef0, 100] by their
respective generating modules, there seems to be hardiseasgn to believe that
such fundamentally different calculation methods woukldimagnitudes that are
directly comparable with one another. As expected, our eepee has shown that
when confidence values are taken as such, without any fumbeification, their
comparative significance is indeed very limited.

2 The Selection Procedure

In order to improve their comparative significance, thevdebd confidence values
¢(s), for each given segmeat are rescaled by linear functions of the form:

a-c(s)+b . (1)

Note that each input utterance is decomposed into seveayalesgs independently,
and hence potentially differently, by each of the translatpaths. The different
segments are then combined to form a data structure whicanalpgy toword
Hypotheses Grapltan be calledranslation Alternatives Graph (TAG)he size of
this graph is bound b¥™, which is reached if all translation paths happen to choose
an identical partition into exactly segments. The following vector notation was
adopted in order to simplify simultaneous reference toralhglation paths. The
linear coefficients are represented by the following founehsional vectors:

Qali bali

a— Gsyndialog b= bsyndialog ) (2)
Qstattrans bstattrans
Qdeep bdeep

Single vector components can then be referred to by simpiegiions, if we rep-
resent the different translation paths as orthogonal @titors, so that denotes the
vector corresponding to the module by whichad been generated. The normalized
confidence is then represented by:

(a-k(s)+Db)-s . (3)

In order to favor translations with higher input string cage, the compared mag-
nitudes are actually the (rescaled) confidence valuesratesd) with respect to the



time axis, rather than the (rescaled) confidence valueschs $iet||s|| be the length
of a segment of the input stream, in milliseconds. LEEQ be the set of all possi-
ble segment sequences within the TAG, &g € SEQ any particular sequence.

We define the normalized confidenceSfq as follows:

C(Seq) = Y ((a-c(s) +b)-s)-|s|| - (4)

s€Seq

This induces the following order relation:

seq1 <¢ seqo def C(seqr) < C(seq) . (5)
Based on this relation, we define the set of best sequenceBasst
Best(SEQ) = {seq € SEQ | seq is a maximum element i(SEQ; <)} . (6)

The selection procedure consists in generating the vapossible sequences, com-
puting their respective normalized confidence values, abdrarily choosing a
member of the set of best sequences. It should be noted trelt sequences need to
be actually generated and tested, due to the incorporatiDijkstra’s well known
“Shortest Path” algorithm (e.g. in Cormen et al., 1989).

3 The Learning Cycle

Learning the rescaling coefficients is performed off lined ahould normally take
place only once, unless new training data is assembled vorcriteria for the de-
sirable system behavior have been formulated. The leamynlg consists of in-
corporating human feedback (training set annotation) amirfg a set of rescaling
coefficients so as to yield a selection procedure with ogdtonalose to optimal ac-
cord with the human annotations. The first step in the legrpincedure is choosing
the set of training data. This choice has a direct influenctheriearning’s result,
and, of course, on the amount of time and resources thatuitresy In the course of
our work we've performed this procedure several times, Wwiliming sets of vari-
ous sizes, all taken from a corpus of test dialogues, dediggngrovide a reasonable
coverage of the desirable functionality of the current Weobil version. Since the
optimization algorithm (described below) normally terati@s within no more than
a couple of hours, the main bottle neck in terms of time cormion have nor-
mally been the human annotators. With what appears to b, fuar experience,
a reasonably large training set, i.e. a set of 7 from the abosmstioned test dia-
logues (including 240 dialogue turns and 1980 differentremgs), the complete
learning cycle can be performed within a few days, dependimghe annotators’
diligence, of course. Once a training set has been detedniinis first fed through
the system, while separately storing the outputs produgeheovarious translation
modules. The system’s output is then subject to two phasesdtation, result-
ing in a uniguely determined ‘best’ sequence of translaggpirents for each input



utterance. The next task is to learn the appropriate liresraling, that would max-
imize the accord between the new, rescaled confidence yandghe preferences
dictated by the newly given ‘best’ sequences. In order tchdd e first generate a
large set of inequalities, and then obtain their optimatlose to optimal solution.

3.1 Training Set Annotation

The two annotation phases can be described as follows:tfiessqutputs of the al-
ternative translations paths are annotated separatedhg soenable the calculation
of the ‘offline confidence values’ as described below. Fotedialogue turn, all
possible combinations of translated segments that coeemfut are then gener-
ated. For each of those possible combinations, an ovefdlhefconfidence value
is calculated, in a similar way to which the ‘online’ confideris calculated, leaving
out the rescaling coefficients, but keeping the time axisgrdtion. These segment
combinations are then presented to the annotators for aadeoond, sorted ac-
cording to their respective off line confidence values. Thiecdator is requested at
this stage merely to select the best segment combinatidohwiould normally be
one of the first to appear on the list. The first annotationestagy be described
as ‘theory assisted annotation’, and the second is its méugive complement. To
assist the first annotation round we have compiled a set ajtation criteria, and
designed a specialized annotation tool for their applicati These criteria direct
the annotator’s attention to ‘essential information iterasd refer to the number
of such items that have been deleted, inserted or maintaimedg the translation.
Other criteria are the semantic and syntactic correctriedgedranslated utterance
as well as those of the source utterance. The separate tonaththese criteria
allows us to express the ‘offline confidence’ as their weidhitgear combination.
The different weights can be seen as implicitly establiglsimethod of quantifying
translation quality. One can determine, for instance, widoof higher importance
— syntactical correctness, or the transmission of all d@gdeinformation items.
Using the vague notion of ‘translation quality’ as a singligecion would have def-
initely caused a great divergence in personal annotatiga ahd preferences, as
can be very well exemplified by the case of the dialogue aad#aanslation: some
people find word by word correctness of a translation muchenimmportant than
the dialogue act invariance, while others argue exacthofiposite (Schmitz, 1997
and Schmitz and Quantz, 1995). The adequacy of these lineasinations is then
verified by comparison to explicit human selection, which tafact be reasonably
well predicted by the resulting offline confidence values.

3.2 Generating Inequalities

Once the best segment sequences for each utterance havddbeanined by the
completed annotation procedure, a set of inequalitiesdated using the linear
rescaling coefficients as variables. This is done simplythtirgy the requirement
that the normalized confidence value of the best segmenéregqishould be better
than the normalized confidence values of each one of the ptissible sequences.



For each utterance with possible segment sequences, this requirement is expressed
by (n — 1) inequalities. It is worth mentioning at this point that insetimes occurs
during the second annotation phase, that numerous sequesiang to the same
utterance are considered ‘equally best’ by the annotatosuth cases, when not
all sequences are concerned but only a subset of all possiblersszs, we have
allowed the annotator to select multiple sequences as', loestespondingly mul-
tiplying the number of inequalities that are introduced lby titterance in question.
These multiple sets are known in advance to be inconsisisrihey in fact formu-
late contradictory requirements. Since the optimizatimtpdure attempts to satisfy
the largest possible subset of inequalities, the logidatioe between such contra-
dicting sets can be seen as disjunction rather than comuma&nd they do seem
to contribute to the learning process, because the difféegnally best’ sequences
are still favored in comparison to all other sequencesirgjab the same utterance.
The overall resulting set of inequalities is normally veasiyge, and can be expected
to be consistent only in a very idealized world, even in theeslge of ‘equally best’
annotations (which are inconsistent by definition). Themsistencies reflect many
imperfections that characterize both the problem at haddtanlong way to its so-
lution, most outstanding of which is the fact that the orédioonfidence values, as
useful as they may be, are nevertheless far from reflectmpulman annotation and
evaluation results, which are, furthermore, not alwaystant among themselves.
The rest of the learning process consists in trying to satisfmany inequalities as
possible without reaching a contradiction.

3.3 Optimization Heuristics

The problem of finding the best rescaling coefficients reditself, under the above
mentioned presuppositions, to that of finding the maximailsezient subset of in-
equalities within a larger, most likely inconsistent, séfioear inequalities, and
solving it. In (Amaldi and Mattavelli, 1997), the problem ektracting close-to-
maximum consistent subsystems from an inconsistent lisiestem (MAX CS) is
treated as part of a strategy for solving the problem of painfng an inconsistent
linear system into a minimal number of consistent subsystéviN PCS). Both
problems are NP-hard, but through a thermal variation ofiptes work by Agmon
(1954) and Motzkin and Schoenberg (1954), a greedy algorithformulated by
Amaldi and Mattavelli (1997), which can serve as an effectieuristic for obtain-
ing optimal or near to optimal solutions for MAX CS. Implentiexy this algorithm
in the C language enabled us to complete the learning cycfmiyng a set of co-
efficients that maximizes, or at least nearly maximizes,atteord of the rescaled
confidence values with the judgment provided by human atorsta

4 Additional Information Sources

Independently of the confidence rescaling process, we hade several attempts to
incorporate additional knowledge sources in order to refieeselection procedure.



Some of these attempts, such as using probabilistic lamguaglel information, or

inferring from the logical relation between the approxiethpropositional contents
of neighboring utterances (e.g. trying to eliminate cadiittion), have so far not
been fruitful enough to be worth full description in the meswork. Two other

attempts do seem to be worth mentioning in further detaihely, using dialogue
act information, and using disambiguation informationjekhare described in the
following two sections.

4.1 Dialogue Act Information

Our experience shows that the translation quality thatésmplished by the differ-
ent modules varies, among the rest, according to the dialaguat hand. This seems
to be particularly true fosyndialog, the dialogue act based translation path. Those
dialogue acts that normally transmit very little propasital content, or those that
transmit no propositional content at all, are normally Haddetter bysyndialog
compared to dialogue acts that transmit more informatioo(ss INFORM, which
can in principle transmit any proposition). The dialogueracognition algorithm
used bysyndialog does not compute the single most likely dialog act, but rathe
a probability distribution of all possible dialogue dcwe represent the dialogue
act probability distribution for a given segmenby the vectorda(s), where each
component denotes the conditional probability of a certh@hogue act, given the
segment:

P(suggest|s)

P(reject|s)

da(s) = P(greet|s) : @)

The vectorsa andb, that have been introduced for describing the selectionegsro
dure, are replaced by the matricksandB which are simply a concatenation of the
respective dialogue act vectors.

Let A* = A - da(s), andB® = B - da(s).

The normalized confidence value, with incorporated diadogct information can
then be expressed as:

C(Seq) = 3 ((A*-c(s) +B*)-s) - |s] - ®)

s€Seq

4.2 Disambiguation Information

Within the deeptranslation path, several types of underspecification aesl dior
representing ambiguities (§sner, 1997, Bssner, 1998, and Emele and Dorna,
1998). Whenever an ambiguity has to be resolved in order étrtéimslation to suc-
ceed, resolution is triggered on demand (Buschbeck-W8By/L Several types of

! For more information about dialogue acts in Verbmobil, see Alexandesssal. (1997)



disambiguation are performed by the context module (Koeth £2000). Within this
module, several knowledge sources are used in conjunaiare$olving anaphora
and lexical ambiguities. Examples for such knowledge sssiare world knowl-
edge, knowledge about the dialogue state, as well as vas@tsof morphological,
syntactic and semantic information. Additionally, dialegact recognition is per-
formed, and a representation of the main dialogue turn cbmseconstructed. Of
considerable importance to the Verbmobil scenario aregheesentations and rea-
soning on date and time expressions (Stede et al., 1998isEndi©98). All these
different tasks are strongly interdependent. For exanplerder to distinguish be-
tween certain dialogue acts it is necessary to compare dptessions. Dialogue
act information is, in its turn, very important for the didaiguation process. This
kind of knowledge based disambiguation is only integratethe deeptranslation
path. The German word “Essen”, for example, can be trarslate English as ei-
ther “dinner” or “lunch”, depending of the relevant time afyd Another German
example is “vorziehen”, which has two alternative readjngamely, “move” and
“prefer”. In order to use disambiguation as an addition&brimation source for
the selection procedure, we have assembled a set of ambsguhich are normally
dealt with incorrectly by all translation paths exceptdeep(which is the only one
that performs the above mentioned disambiguation proesjiurwhen such ambi-
guities occur, the confidence value fiteepis artificially increased.

5 Quality of Service

Selecting a certain translation path for a given segmentlsgnificant impact on
the translation quality, especially when the differenh$iation paths significantly
differ from one another. Translation quality is indeed ofihe critical aspects as far
as user acceptance is concerned. Additionally, there bhex aspects of the quality
service of automatic translation, which are important feeruacceptance as well.
In this section we introduce a set of dimensions of Qualitpefvice (QoS), and
sketch the modification to our selection algorithm that émais to support them.
Analogously to QoS in Open Ditributed Programming (ODP),cae distinguish
between the following main categories: timeliness, voluamal reliability.

Intelligibility This QoS dimension term was used in Pfeifer and Popescuizele
(1996) in the context of media conversions, which are udefulinified messaging
systems, for example. If one wishes to access the contenfaf aver the tele-
phone, a fax to speech conversion is necessary, which esoair optical character
recognition module, and a speech synthesis module. For @autersion step, a
QoS intelligibility is defined. In the case of the Verbmobjiktem, we use the more
specific terntranslation quality

Delay/Incrementality We define delay as the time from the beginning of speaking
until the beginning of acoustic output from the system. The&sasure is influenced



by the size and buffering of the increments, which are pagdy the system.
Delay is a dimension of the timeliness category.

Realtimefactor (RTF) We define the RTF to be the quotient:

RTF = (processing-time)/(speaking_time), where processing time is the time
from the beginning of speaking to the end of acoustic outprdcessing time cov-
ers the speaking time, which makes sense because the Vattmystbm is based
on an incremental architecture, i.e. the processing staptsnciple at the very mo-
ment that the input begins. RTF is a dimension of volume. Vganed RTF as a
specialization of the terthroughput which is more commonly used in multimedia
applications.

Loss Rate Loss rate is the probability that given an input utterandeqmaslation is
at all being generated. Loss rate is a dimension of religbili

5.1 Level of Service

The termLevel of Servicés orthogonal to all the above described QoS dimensions.
This term refers to the certainty that a required servicdityuean be obtained.

In the case of language processing, the service qualityatdedeterministically
guarantied. Thud,evel of Servicaefers to the probability that a required service
quality would be obtained.

5.2 QoS Mapping

Two further points are important for the Quality of Servigeesification. Firstly,
QoS parameters are naturally specified on the applicatieal. Il&@he application
is composed from a set of interacting modules, each modwiedpin itself some
module specific parameters. In order to provide QoS on agific level, a mapping
to the module specific parameters is necessary. Seconsiyuld be noted that the
parameters are not independent from one another. We nmeohe#t points using the
example of the disambiguation module. Consider the folhgwitterance:

A) <Is it possible for you on the fifth of May ?>
B) <Ja>| <Da kann ich |eider nicht>
B') <Ja> | <Das geht>

The utterances B und B’ are two possible replies to the quegti Each reply con-
sists of two segments, the first of which - 'Ja’ - requires dlibayuation. In the first
case, 'Ja’ is an uptake particle, which should be omittedhftbe translation. In
the second case 'Ja’ can be simply translated to 'Yes’. Fch sisambiguation, it
is necessary to compute the dialogue act offdtlewing segment, which implies
that the disambiguating module has to buffer a segment. buitering is permit-
ted, only one default translation can be produced for boiegaresulting in poor
translation quality. The quality of disambiguation is #fere dependent on incre-
mentality. Disambiguation Quality is a module specific Qasapmeter, which is one



component of the system level QoS parameter TranslatiofitQua

5.3 Dimensions of QoS in the Selection Module

Translation Quality The selection algorithm, along with the learning cycle that
precedes it, are an attempt to maximize this parametersiii@on Quality is ap-
proximated by the Offline Evaluation Function.

Delay/Incrementality So far we have described an algorithm in which all translated
segments within a given dialogue turn are expected to beptesefore the selec-
tion itself can take place. This implies a relatively londage because the biggest
possible increment unit, i.e. the whole turn, is being ugéd maximal incremen-
tality, and therefore the minimal delay, are achieved whherfitst ready segment is
being chosen at each point. This implies, however, a detg¢ed Translation Quality
and an increased Loss Rate. The latter is due to the fachh#éteinslation modules
produce independent segmentations of the input utteraéimaeare likely to differ
from one another. It is therefore not always possible toinosta certain segment
with segments from other modules. Selecting a segment asasoibis delivered by
the translation module increases the risk that no confiomatould be found, and
hence the increased Loss Rate. Incrementality can be ptmared, if one decides
to select a segment as soonraBanslation modules have delivered segments with
similar segmentationd (< n < 4).

Loss Rate The relation between Loss Rate and Delay has already beeritubas
in the previous section. The attempt to maximize the TraiesiaQuality does not
imply that when all alternative translations all under aaerquality threshold no
output would be generated, but rather, that the user woulprtapted to repeat
their input. For the time being, this is only implementedtfog case that all modules
simultaneously fail to deliver any translation.

RTF In order to support conformance to the RTF specification lier transla-
tion service, the selection module supports a special Qgakinterface. A QoS
management module monitors the runtime behavior of thekation modules, and
sends a signal to the selection process if the estimatedR¥pected to exceed the
specification. Note that the complete RTF can only be estichat the course the
selection process, because the speech synthesis runtimé ksown in advance.
After receiving a signal from the QoS management module sétection process
generates an output as soon as sufficient translation ségjhmare been delivered.



5.4 Selection and Level of Service

The probability that the translation of the highest qualtyuld be selected is highly
dependent on the quality of the confidence values themsdheamnfidence values
do not correlate well enough with the translation qualityhafir corresponding seg-
ments, the selection algorithm is directly influenced, aregrobability that high

quality segments would be selected decreases accordingly.

6 Conclusion

We have described some of the difficulties that arise fromattempt to integrate
multiple alternative translation paths, and to choose thgimal combination into
one ‘best’ translation. Using confidence values that oatgrirom different transla-
tion modules as our basic selection criterion, we have dhitced a learning method
which enables us to perform the selection in close to maxémedrd with decisions
taken by human annotators. We have described the probeasgects of transla-
tion evaluation as such, and some of the strategies that eexdifor overcoming
these difficulties. We have mentioned some additional smuot information that
are used within our selection module, and also described#yein which it sup-
ports quality of service parameters. The extent to which thodule succeeds in
creating higher quality compound translations is of colnig@ly dependent on the
appropriate assignment of confidence values, which is padd by the various
translation modules themselves. As a rule of thumb for etadg our module’s
success we have formulated the requirement that its pesfazenshould be eval-
uated as better than the best single translation moduleeriR&erbmobil evalua-
tion results are based on annotating five alternative t@a#insks for a chosen set of
dialogue-turns. The translations provided by the four Isinganslation paths, and
the combined translation delivered by the selection mqduéze all marked by the
annotators as 'good’, 'intermediate’, or 'bad’. Judged bg percentage of 'good’
turns from the overall number of annotated turns, the seleechodule shows an
improvement of 27.8% compared to the best result achieveddiygle module.
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